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Abstract—Multi-hop wireless networks can provide flexible
network infrastructures at a low cost. However, most existing
wireless networking solutions are designed for delay-insensitive
applications, thereby resulting in poor performance when han-
dling delay-sensitive applications. Traditionally, network design
problems are formulated as static optimizations, by assuming the
network characteristics remain static. However, these solutions
are not optimal when the environments are dynamic. Recently,
several research works apply machine learning to maximize the
performance of multi-hop wireless networks in dynamic envi-
ronments, but they either only focus on determining policies at
the network layer, without considering the lower-layers’ actions,
or use centralized learning approaches, which are inefficient
for delay-sensitive applications, due to the large delay when
propagating messages throughout the network. We propose in
this paper a new solution that enables the nodes to autonomously
determine their routing and transmission power to maximize
the network utility, in a dynamic environment. We formulate
the problem as a Markov Decision Process, and propose a
distributed computation of the optimal policy. Moreover, we use
reinforcement-learning to find the optimized policy when the
dynamics are unknown. We explicitly consider the impact of the
information overhead on the network performance, and propose
several novel algorithms to reduce the information overhead.

Index Terms—Multi-hop wireless networks, cross-layer opti-
mization, informationally-decentralized Markov Decision Pro-
cess, reinforcement learning.

I. INTRODUCTION

AMulti-hop wireless network can be modeled as a dy-
namic network, consisting of several interconnected

wireless nodes, which aim to jointly optimize the overall
network utility, given the resource constraints of the wireless
communication channels and also, importantly, the mutual
interferences (coupling) resulting when nodes are simultane-
ously transmitting. In this paper, we study a communication
scenario where multiple delay-sensitive streams (e.g. video
streams) need to be concurrently transmitted over a multi-hop
wireless network. At each hop, a node can optimize its cross-
layer transmission strategies (i.e. relay selection, transmission
power, etc.) in order to support the transmission of these delay-
sensitive streams while explicitly considering the impact of
its selected strategy on its neighboring nodes at the various
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OSI layers (power interference at the physical layer, network
congestion at the network layer, etc.).

Numerous solutions for multi-user cross-layer optimiza-
tion in multi-hop networks, e.g. optimal solutions for joint
power-control and routing, already exist. For instance, central-
ized, flow-based optimization methods have been deployed in
[1][2][3] to optimize the performance of (multi-hop) wireless
networks by assuming that both the traffic and the wireless
environment are static, and finding the optimal cross-layer
transmission strategies using methods such as convex op-
timization and duality theory. Such solutions are, however,
not suitable when delay-sensitive applications need to be
transmitted across the multi-hop wireless networks, because
they involve both substantial communication overheads and,
importantly, they incur large delays for propagating the traffic
and network information from the different nodes to a network
controller (optimizer) and, subsequently, propagating the de-
cision from the controller to the various nodes. Alternatively,
distributed approaches based on machine learning have also
been proposed in [4][5][6][7], which focus on determining the
optimal policy that maximizes the network performance in
dynamic environments. In [5], a collaborative reinforcement
learning method was proposed for MANET routing. This
method can substantially reduce the amount of information
exchange among the nodes, compared to the centralized
learning method. However, this method does not consider the
interference in the physical layer (PHY), which will actually
affect the link reliability, and also affect the delay of the
packets. Thus, it is not suitable for a multi-hop network
which needs to support delay-sensitive applications. In [8],
a distributed cross-layer approach based on queuing analysis
was proposed to maximize the received video quality from
multiple video sources. Although this solution can improve
the goodput (defined in this paper as the throughput within
a certain delay deadline) in a static network, it is not able to
achieve good performance in a dynamic wireless environment,
because the nodes choose their cross-layer strategies based
only on the immediate experienced delay feedback, and do
not consider the effect of their current actions on their future
delays.

To address the aforementioned challenges, in this paper, we
aim to find a distributed routing and power control algorithm
to enable the nodes in the multi-hop network to autonomously
optimize the overall performance of multiple delay-sensitive
applications under various types of network dynamics, by
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acting solely on their local available information and the
limited information exchanges with their neighboring nodes.
We will first assume that a delay-driven scheduling scheme
is used at the application layer, and then we will formulate
the joint routing and power control problem as a Markov
Decision Process (MDP) for which we can find the optimal
policy that determines the cross-layer transmission strategies
to be selected at each node, by assuming that the network
dynamics are known. Subsequently, we will propose a dis-
tributed computation of the optimal policy, which can enable
the nodes to autonomously make decisions in real-time, based
on their local information exchanges with other nodes, as well
as significantly reduce the delay of propagating these messages
back and forth, as in the case of a centralized approach. Using
this distributed MDP solution, we will investigate how nodes
can autonomously learn the network dynamics online, based
on their available information. The online learning enables
the users to adapt their cross-layer strategies on-the-fly to
the dynamic environment such that they can cooperatively
maximize the utility of the delay-sensitive applications. We
will also explicitly consider how the information exchanges
among nodes will impact the overall network performance in
various network scenarios.

In summary, we make the following contributions in this
work:

∙ We deploy foresighted rather than myopic decision mak-
ing for determining the joint routing and power control
solutions. Since both the traffic and the wireless channels
are dynamic, a myopic node may not make optimal
decisions in the long term. To enable nodes to make
foresighted decisions that optimize their long term per-
formance, we propose to use MDP to model the dynamic
decision making at each node.

∙ We propose an efficient distributed computation of the
optimal transmission strategy by decoupling the decision
making at different nodes and enable the nodes to au-
tonomously determine their optimal cross-layer strategies
based solely on their local available information. This de-
centralized solution significantly reduces the computation
complexity as compared to a centralized computation.
More importantly, it also enables nodes to make optimal
decisions for their cross-layer strategies autonomously,
in real-time, by relying only on their local available
information. Hence, individual nodes do not require the
acquisition of global information for their autonomous
decision making, which would have caused a large delay
and also high communication overhead.

∙ We consider a dynamic environment rather than a static
one, which means that both the wireless channel and the
source traffic are time-varying. However, the distributed
nature of the multi-hop networks makes it very difficult
for the individual nodes to obtain timely information
about the entire dynamic network. Therefore, we propose
to use online learning methods to enable the nodes
to adapt their transmission strategies to the dynamic
environment based on their local information and limited
feedback from their neighboring nodes.

∙ We explicitly consider the impact of information ex-
change overheads on the overall network performance.

On one hand, if nodes acquire more information from
other nodes about the dynamic environment, this can help
them to derive better policies, but, on the other hand,
these exchanges also cause increased overheads, thereby
lowering the bandwidth available for the delay-sensitive
traffic transmission. We propose different methods to
reduce the information exchange overheads, and evaluate
their resulting performances.

The paper is organized as follows. Section II presents the
considered multi-hop wireless network setting at different lay-
ers and formulates the problem using MDP. In Section III, we
discuss a distributed computation of the optimal policy based
on the factorization of MDP. The proposed method enables
wireless nodes to make decisions autonomously, based on their
local available information exchanged with their neighboring
nodes. In Section IV, we propose to use reinforcement learning
methods to enable autonomous wireless users to adapt their
transmission strategies online when the network dynamics
are unknown, and also discuss various methods to reduce
the information exchange overhead as well as the delay for
propagating the information. Section V presents our simulation
results, and the conclusions are drawn in Section VI.

II. CONSIDERED NETWORK SETTINGS AND PROBLEM

FORMULATION

A. Network Setting

The network model used in this paper is similar to the
one used in [8]. We investigate the performance of trans-
mitting 𝑉 delay sensitive data streams over a multi-hop
wireless network (see Fig. 1). Each data stream corresponds
to a source-destination pair. The network consists of 𝐻
hops with the first hop being source nodes, and we define
𝑀ℎ = {𝑚ℎ,1,𝑚ℎ,2, . . . ,𝑚ℎ,∣𝑀ℎ∣} to be the set of nodes
at the ℎ-th hop (1 ≤ ℎ ≤ 𝐻). The destination nodes are
{𝐷𝑒𝑠𝑡1, 𝐷𝑒𝑠𝑡2, . . . , 𝐷𝑒𝑠𝑡𝐽}.

Delay-sensitive data packets with different delay deadlines
are generated by multiple sources in the first hop, and relayed
hop-by-hop by the wireless nodes in the multi-hop network
until the destinations at the H-th hop receive the packets. We
denote the probability that node 𝑚1,𝑖 has a new source packet

of delay-deadline 𝐷 as 𝜌𝑖(𝐷) [8], with
𝐷𝑚𝑎𝑥∑

𝐷=𝐷𝑚𝑖𝑛

𝜌𝑖(𝐷) ≤ 1

and 𝐷 ∈ [𝐷𝑚𝑖𝑛, 𝐷𝑚𝑎𝑥]. Note that this summation may be
smaller than 1 because a source node may not receive packets
in every time slot.

Each source node needs to transmit its traffic to a destination
node. Hence, each data packet in the network has a specific
destination, and we assume that the relay nodes can extract
this information from the IP header of the packet [8]. We
assume that each node operates in full-duplex mode, and can
only communicate with the nodes in its neighborhood1, i.e.
node 𝑚ℎ,𝑖 can only send data packets to 𝑚ℎ+1,𝑗 if and only
if 𝑚ℎ,𝑖 ∈ 𝑀ℎ and 𝑚ℎ+1,𝑗 ∈ 𝑀ℎ+1. In this paper, we assume
that the system is time-slotted and wireless nodes determine
their cross-layer transmission strategies at the beginning of

1We assume each node can discover its own and also its neighbors’
positions, as in geometric routing [9] or the routing method in [13].
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Fig. 1. A multi-hop wireless network with time-varying channels and delay-sensitive source packets.

each time slot2. We assume that, in every time slot, each
node 𝑚ℎ,𝑖 can transmit a data packet to one of the nodes
in the (ℎ+ 1)-th hop, using a certain transmission power. In
this paper we assume that nodes at different hops transmit in
orthogonal channels, and hence the error probability of the
link between the two nodes 𝑚ℎ,𝑖 and 𝑚ℎ+1,𝑗 does not only
depend on the power used by the transmitter of 𝑚ℎ,𝑖, but
also it depends on the interferences from the other nodes in
the ℎ-th hop. We assume that every node maintains several
transmission queues for its received packets with different
remaining lifetimes (i.e. time until delay deadline expires).
Therefore, data packets may suffer from additional delays
due to the congestion experienced at a certain node [8].
Our objective is to design an algorithm which enables the
autonomous nodes to cooperatively maximize the performance
of the delay-sensitive applications by acting solely based on
their available information.

1) Physical layer model: We define a 1× ∣𝑀ℎ∣ vector P𝑡
ℎ

to be the vector of transmission powers from the ℎ-th hop to
the (ℎ+1)-th hop at time 𝑡, with its 𝑖-th entry being the trans-
mission power of node 𝑚ℎ,𝑖, i.e. P𝑡

ℎ(𝑖) = 𝑃 𝑡(𝑚ℎ,𝑖). We also
define a ∣𝑀ℎ∣×∣𝑀ℎ+1∣ channel-state matrix G𝑡

ℎ from the ℎ-th
hop to the (ℎ+1)-th hop at time 𝑡 as G𝑡

ℎ = 𝐺𝑡(𝑚ℎ,𝑖,𝑚ℎ+1,𝑗),
where 𝐺𝑡(𝑚ℎ,𝑖,𝑚ℎ+1,𝑗) is the propagation gain of the channel
from node 𝑚ℎ,𝑖 to node 𝑚ℎ+1,𝑗 at time 𝑡. We further define a
1 × ∣𝑀ℎ∣ noise vector nℎ = (𝑛ℎ,1, . . . , 𝑛ℎ,∣𝑀ℎ∣) as the noise
power levels at the receivers of the ℎ-th hop.

After all the nodes make their decisions on transmission
power, the resulting erasure probability of each link can be
determined based on P𝑡

ℎ, G
𝑡
ℎ and n𝑘. Assuming 𝑛ℎ,𝑖 is white

Gaussian noise for any 1 ≤ ℎ ≤ 𝐻 and 1 ≤ 𝑖 ≤ ∣𝑀ℎ∣,
and that all the interferences are treated as noise (similar to
[3][13]), the Signal-to-Interference Noise Ratio (SINR) of the
link from node 𝑚ℎ,𝑖 to node 𝑚ℎ+1,𝑗 equals

SINR𝑡(𝑚ℎ,𝑖,𝑚ℎ+1,𝑗)

= 10 log10

(
𝐺𝑡(𝑚ℎ,𝑖,𝑚ℎ+1,𝑗)𝑃

𝑡(𝑚ℎ,𝑖)
𝑛ℎ+1,𝑗+

∑
𝑘∈𝑀ℎ,𝑘 ∕=𝑖 𝐺

𝑡(𝑚ℎ,𝑘,𝑚ℎ+1,𝑗)𝑃 𝑡(𝑚ℎ,𝑘)

)
dB

(1)

2The time-slotted system is often assumed in the literature [10][11][12]. The
length of one time-slot can be determined based on how fast the environment
changes. For example, in the simulation we set the length of time slot as
1.0ms.

Each link between two neighboring nodes can be modeled as
an erasure channel, with erasure probability [14]

𝑝𝑡𝑒(𝑚ℎ,𝑖,𝑚ℎ+1,𝑗) =
1

1 + 𝑒𝜉(SINR𝑡(𝑚ℎ,𝑖,𝑚ℎ+1,𝑗)−𝛿) (2)

The parameters of 𝜉 and 𝛿 are determined by the coding and
modulation schemes at PHY layer [14], and are known to the
nodes.

2) Network layer model: We use a 1 × ∣𝑀ℎ+1∣ incidence
vector e𝑡ℎ,𝑖 to represent node 𝑚ℎ,𝑖’s routing decision at time
𝑡 , i.e. e𝑡ℎ,𝑖(𝑗) = 1 if node 𝑚ℎ,𝑖 selects 𝑚ℎ+1,𝑗 as its relay at
time 𝑡, and e𝑡ℎ,𝑖(𝑗) = 0 otherwise. The packets at the nodes are
transmitted according to the routing decisions, and received
with the corresponding probability, i.e. 1 − 𝑝𝑡𝑒(𝑚ℎ,𝑖,𝑚ℎ+1,𝑗)
for the erasure channel from node 𝑚ℎ,𝑖 to node 𝑚ℎ+1,𝑗 .
For every time slot, each node can only transmit one packet
at a time from its transmission queue. Once a packet is
transmitted, it leaves the transmission queue, and we assume
that there is no retransmission for the lost packets. A packet is
lost with probability 𝑝𝑡𝑒(𝑚ℎ,𝑖,𝑚ℎ+1,𝑗) on the link from node
𝑚ℎ,𝑖 to node 𝑚ℎ+1,𝑗 as given by Eq.(2). Upon receiving a
packet, the receiving node will look in the RTP header of
the packet to determine its remaining lifetime (the header
contains the decoding or playout time of the packet), which
is then used to determine whether the packet can still get
to its destination before its deadline expires. If the packet
cannot be delivered before its deadline, because its remaining
lifetime 𝐷𝑟𝑒𝑚𝑎𝑖𝑛 is less than the minimum time in which
it can reach its destination, it will be dropped; otherwise,
the receiver node will put this packet to the end of the
transmission queue, which consists of all the packets with
the same remaining lifetime 𝐷𝑟𝑒𝑚𝑎𝑖𝑛 . If the length of one
time slot is 𝑇𝑠𝑙𝑜𝑡sec, then the minimum (i.e. the best case)
delay can be achieved if the packet does not have any waiting
delay after the current node. Hence, it can be computed as(
(𝐻 − ℎ) +

∑𝐷𝑟𝑒𝑚𝑎𝑖𝑛

𝑡=𝐷𝑚𝑖𝑛
𝐿(𝑡)

)
𝑇𝑠𝑙𝑜𝑡sec for the ℎ-th hop, which

consists of transmission delays for the next (𝐻 − ℎ) hops
which is 𝑇𝑠𝑙𝑜𝑡 times the number of remaining hops, and
waiting delay at the current node, which is 𝑇𝑠𝑙𝑜𝑡 times the
number of packets in the current queue that have remaining
lifetimes not larger than 𝐷𝑟𝑒𝑚𝑎𝑖𝑛, i.e.

∑𝐷𝑟𝑒𝑚𝑎𝑖𝑛

𝑡=𝐷𝑚𝑖𝑛
𝐿(𝑡)𝑇𝑠𝑙𝑜𝑡

with 𝐿(𝑡) being the size of the queue consisting of all the
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packets with remaining lifetime 𝑡 . After every time slot,
the remaining lifetimes of all the packets in the network
are reduced by 𝑇𝑠𝑙𝑜𝑡. The overall utility of the network
when supporting delay-sensitive applications is defined as the
number of packets received by the destinations within their
delay deadlines [8], i.e. 𝑈𝑁𝐸𝑇 =

∑𝐽
𝑗=1 𝑁𝑗𝑃 (𝐷𝑗 < 𝑑𝑗),

where 𝑁𝑗 is the number of packets received by the destination
node 𝐷𝑒𝑠𝑡𝑗 , 𝐷𝑗 is the random delay experienced by all the
packets received at 𝐷𝑒𝑠𝑡𝑗 , and 𝑑𝑗 is the delay deadline of the
video sequence with 𝐷𝑒𝑠𝑡𝑗 as its destination.

B. An MDP formulation

MDP has been used to solve various wireless networking
problems, where the decision maker needs to capture the net-
work dynamics, and take into account the effect of its current
action on the future performance, e.g. in [15][16][17][18]. In
this paper, we also use MDP to model and capture the network
dynamics (time-varying channels and data sources). An MDP
can be defined by a tuple (𝒮,𝒜, 𝑃,𝑅), with 𝒮 as its state
space, 𝒜 as its action space, 𝑃 (𝑠′∣𝑠, 𝑎) as the state transition
probability and 𝑅(𝑠, 𝑎) as its reward. We will discuss the
formulation in detail in this subsection.

1) States: We define the state of the MDP to include both
the dynamics in the wireless channel and also the current
queue sizes at every node. Hence, the state at time slot 𝑡 is
𝑠𝑡 = (G𝑡

1, . . . ,G
𝑡
𝐻 ,L

𝑡
1, . . . ,L

𝑡
𝐻), in which L𝑡ℎ = {𝐿𝑡ℎ,𝑖}𝑖∈𝑀ℎ

is the set of the current queue sizes at the nodes in the ℎ-th
hop at time 𝑡. We assume that each node maintains several
transmission queues, each of which containing packets with
the same remaining lifetime. The sizes of these queues are
represented by 𝐿ℎ,𝑖 = [𝐿ℎ,𝑖(𝑡ℎ,𝑚𝑖𝑛), . . . , 𝐿ℎ,𝑖(𝑡ℎ,𝑚𝑎𝑥)]

𝑇 in
which 𝐿ℎ,𝑖(𝑡) = [𝐿ℎ,𝑖(𝑡,𝑚𝐻,1), . . . , 𝐿ℎ,𝑖(𝑡,𝑚𝐻,∣𝑀ℎ∣)] is a
vector of the queue sizes with 𝐿ℎ,𝑖(𝑡,𝑚𝐻,𝑘) representing the
size of the queue for destination 𝑚𝐻,𝑘 that contains packets
with remaining lifetime 𝑡. If the time slot of the network is
𝑇𝑠𝑙𝑜𝑡sec/slot, then for a node at the ℎ-th hop, the minimum
remaining lifetime is 𝑡ℎ,𝑚𝑖𝑛 = (𝐻 + 1 − ℎ)𝑇𝑠𝑙𝑜𝑡, and the
maximum lifetime is 𝑡𝑚𝑎𝑥 = 𝐷𝑚𝑎𝑥 − (ℎ − 1)𝑇𝑠𝑙𝑜𝑡). We
let 𝒮 denote the set of all the possible states. To simplify
the notation, we also define 𝑠𝑡𝐿 = (L𝑡1, . . . ,L

𝑡
𝐻) as all the

current queue states and 𝑠𝑡𝐺 = (G𝑡
1, . . . ,G

𝑡
𝐻) as all the current

channel states. We note that a centralized controller is needed
to collect all the information across the network to have the
full knowledge of the current state. We define 𝑠𝑡ℎ = (G𝑡

ℎ,L
𝑡
ℎ)

as the state of the nodes at the ℎ-th hop, which is locally
available to the nodes at this hop. We assume the wireless
channel gains can be modeled by independent Markov chains
as in [19][20][21], i.e.

𝑃
(
𝑠𝑡+1
𝐺 = (G

′
1, . . . ,G

′
𝐻)∣𝑠𝑡𝐺 = (G1, . . . ,G𝐻)

)
=

∏𝐻
ℎ=1 𝑃 (G

′
ℎ∣Gℎ)

(3)

Note though that these probability distributions of channel
gains may be unknown to the network or nodes

2) Actions: We consider the relay selection together with
the power levels which each node uses for transmission to
the selected relay as the actions of the MDP. Therefore, the
action represents both the routing and power control decisions.
Note that at each node, we deploy a delay-driven scheduling,

where the packet with the earliest delay deadline (i.e. least
lifetime) is always transmitted first. Since every node is only
transmitting to its selected relay, if node 𝑚ℎ,𝑖 uses a power
of 𝑃 𝑡

ℎ,𝑖 to transmit at time 𝑡 and makes routing decision
e𝑡ℎ,𝑖, we can define the action of the the node 𝑚ℎ,𝑖 as

a𝑡ℎ,𝑖 =
(
P𝑡
ℎ(𝑖), e

𝑡
ℎ,𝑖

)
, which includes both the power levels

used for transmission and routing decision of the node. We
also define a𝑡ℎ =

(
a𝑡ℎ,1, . . . , a

𝑡
ℎ,∣𝑀ℎ∣

)
as the action of the

ℎ-th hop. The action of the whole network is denoted by
a𝑡 = (a𝑡1, . . . , a

𝑡
𝐻). We let 𝒜 be the set of all the possible

actions of the network, i.e. 𝒜 = 𝒜1 ×𝒜2 × ⋅ ⋅ ⋅ × 𝒜𝐻 , with
𝒜ℎ being the set of possible actions for the ℎ-th hop.

3) State transition: We now discuss why the state
transition of the network will satisfy the Markovian
property, i.e. 𝑃 (𝑠𝑡+1∣𝑠𝑡, . . . , 𝑠0, a𝑡) = 𝑃 (𝑠𝑡+1∣𝑠𝑡, a𝑡).
First, we note that the channel states are Marko-
vian by the assumption of channel model in Eq.(3),
and are not affected by the chosen action (transmis-
sion power or relay selection), i.e.𝑃 (𝑠𝑡+1∣𝑠𝑡, . . . , 𝑠0, a𝑡) =
𝑃 (𝑠𝑡+1

𝐺 ∣𝑠𝑡𝐺)𝑃 (𝑠𝑡+1
𝐿 ∣𝑠𝑡, . . . , 𝑠0, a𝑡).Secondly, given the current

state and action, the probability of queue sizes at the next time
slot is fully determined. This is because the current channel
state and action will determine all the erasure probabilities of
the links between neighbors by Eq.(2). Therefore, the p.d.f. of
the queue size at (𝑡 + 1) is a function of the queue sizes at
time 𝑡, action of time 𝑡 and also channel state at time 𝑡, i.e.
𝑃 (𝑠𝑡+1

𝐿 ∣𝑠𝑡, . . . , 𝑠0, a𝑡) = 𝑃 (L𝑡+1
1 , . . . ,L𝑡𝐻 ∣𝑠𝑡, . . . , 𝑠0, a𝑡) =

𝑃 (𝑠𝑡+1
𝐿 ∣𝑠𝑡, a𝑡). Finally, by combining these two equations, we

conclude that the sequence of states can be represented as a
controllable Markov process:

𝑃 (𝑠𝑡+1∣𝑠𝑡, a𝑡) = 𝑃 (𝑠𝑡+1
𝐺 ∣𝑠𝑡𝐺)𝑃 (𝑠𝑡+1

𝐿 ∣𝑠𝑡, a𝑡) (4)

4) Rewards: The reward function is a mapping of 𝑅 : 𝒮 ×
𝒜 → ℝ+. Based on the network utility 𝑈𝑁𝐸𝑇 in SectionII-A,
we define the expected number of received packets at the
destinations within a certain delay deadline as the reward of
the MDP, i.e. 𝑅(𝑠𝑡, a𝑡) =

∑
𝑖∈𝑀𝐻

[
1− 𝑝𝑡𝑒(𝑚𝐻,𝑖, 𝜔(s

𝑡
𝐻,𝑖))

]
.

In the reward function, 𝜔(s𝑡𝐻,𝑖) is a scheduling scheme which
maps 𝑚𝐻,𝑖’s state to a destination node, i.e. finding the
destination node of the packet being transmitted, because for
the node in the last hop the relay selection is determined by
the specific destination of the packet to be transmitted. We
note that any packet which has expired will be dropped once
it is received by the 𝐻-th hop and thus, the throughput at the
destination will be the same as the goodput. It is also easy to
verify that the reward is only a function of the state at the 𝐻-th
hop and its action, i.e. 𝑅(𝑠𝑡, a𝑡) = 𝑅(𝑠𝑡𝐻 , 𝑎

𝑡
𝐻). The solution

to an MDP is a policy 𝜋, which is a mapping 𝜋 : 𝒮 → 𝒜 with
𝜋(s) being the optimal action taken in state s. An optimal
policy 𝜋∗ is the policy that maximizes the expected discounted

reward, i.e. 𝜋∗ = argmax
𝜋

E𝑃 (𝑠′ ∣𝑠,a)

[ ∞∑
𝑡=0

𝛾𝑡𝑅(s𝑡, 𝜋(s𝑡))

]
.

We note that, as a special case, if 𝛾 = 0, it becomes an
optimization problem of maximizing the immediate reward
at the current state,

𝜋(s) = argmax
a

𝑅(s, a) (5)
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which is used in these centralized optimization approaches by
assuming a static network environment.

III. FACTORIZATION OF THE MDP

A. Factorization of the state transition probability

We note that generally the state transition probability of
an MDP can be represented by a ∣𝒮∣ × ∣𝒜∣ × ∣𝒮∣ table [22],
in which ∣𝒜∣ and ∣𝒮∣ are the numbers of actions and states
of the MDP, respectively. For a multi-hop network with 𝐻
hops, if there are 𝑁𝐴 actions and 𝑁𝑆 states for each hop,
then ∣𝒜∣ = 𝑁𝐻

𝐴 and ∣𝒮∣ = 𝑁𝐻
𝑆 . This exponential complexity

makes it computationally intractable to obtain the optimal
policy using a centralized algorithm. However, the hop-by-
hop structure of the network can be applied to derive a more
compact representation of the state transition probability by
factorizing it into local state transition probabilities at different
nodes, which can further lead to an efficient distributed
computation of the optimal policy. Moreover, we can develop
distributed algorithms to approach the optimal policy, which
can avoid the large delay and high communication overhead
caused by the acquisition of global information. We will first
present the factorization of the state transition probability in
this subsection and subsequently, based on this, provide a
distributed and autonomic computation of the optimal policy
in the next subsection.

Based on the network state transition probability in Eq.(4),
and our assumption about the channels in Eq. (3), we can use
the chain rule of conditional probability to rewrite the state
transition for the queue size as

𝑃 (𝑠𝑡+1
𝐿 ∣𝑠𝑡, a𝑡)

= 𝑃 (L𝑡+1
1 , . . . ,L𝑡+1

𝐻 ∣𝑠𝑡, . . . , 𝑠0, a𝑡)
= 𝑃 (L𝑡+1

1 ∣𝑠𝑡, a𝑡)∏𝐻
ℎ=2 𝑃 (L𝑡+1

ℎ ∣𝑠𝑡, a𝑡,L𝑡1, . . . ,L𝑡ℎ−1)

= 𝑃 (L𝑡+1
1 ∣L𝑡1)

∏𝐻
ℎ=2 𝑃 (L𝑡+1

ℎ ∣G𝑡
ℎ−1, a

𝑡
ℎ−1,L

𝑡
ℎ−1,L

𝑡
ℎ)

(6)
where 𝑃 (L𝑡+1

1 ∣L𝑡1) characterizes the arrival processes at the
source nodes of the network. In this case, the state transition
at the nodes in the ℎ-th hop is independent from the state
transitions at the other hops, and it only depends on the
channel states of the (ℎ−1)-th hop and the actions of the nodes
in the (ℎ − 1)-th hop, because they together determine the
probability of the number of arrival packets at the nodes in the
ℎ-th hop. Therefore, the network state transition probability
can be factorized as

𝑃 (s𝑡+1∣s𝑡, a𝑡)
= 𝑃 (s𝑡+1

𝐺 ∣s𝑡𝐺)𝑃 (s𝑡+1
𝐿 ∣s𝑡, a𝑡)

=
[∏𝐻

ℎ=1 𝑃 (G
′
ℎ∣Gℎ)

]
𝑃 (L𝑡+1

1 ∣L𝑡1)
×∏𝐻

ℎ=2 𝑃 (L𝑡+1
ℎ ∣G𝑡

ℎ−1, a
𝑡
ℎ−1,L

𝑡
ℎ−1,L

𝑡
ℎ)

= 𝑃 (𝑠𝑡+1
1 ∣𝑠𝑡1)

∏𝐻
ℎ=2 𝑃 (𝑠𝑡+1

ℎ ∣𝑠𝑡ℎ, 𝑎𝑡ℎ−1, 𝑠
𝑡
ℎ−1)

(7)

B. Distributed computation of the value function

Given the state transition probability, there are different
approaches to compute the optimal policy, such as value
iteration and policy iteration [23]. In value iteration, a state-
value function 𝑉 (s) is defined as the expected accumulated
discounted reward when starting with state s, i.e. 𝑉 (s) =
E𝜋 (

∑∞
𝑡=0 𝛾

𝑡𝑅(s𝑡, , 𝜋(s𝑡))∣s0 = s).

(a) A centralized value-function update using global information and cen-
tralized DP

(b) A distributed value-function update using local information and local DP

Fig. 2. The comparison of centralized and distributed value-function updates
for finding the optimal policy in the dynamic multi-hop network

Since we cannot know the future rewards at current time,
the idea of value iteration is to use the current value function
𝑉 𝑡(s) as an estimation of future rewards. Hence, the value
function can be calculated by iteratively solving the following
centralized dynamic programming (DP) problem:

𝑉 𝑡+1(s) = max
a∈𝒜

⎧⎨
⎩𝑅(s, a) + 𝛾

∑
s′∈𝒮

𝑃 (s
′ ∣s, a)𝑉 𝑡(s

′
)

⎫⎬
⎭ (8)

We note that computing the state-value function as in Eq.(8)
has two main disadvantages. First, the computing entity needs
to know the state transition probability for the entire network,
which is distributed across the network, and will require sub-
stantial communication overheads to collect them. Secondly,
the computation complexity for the summation over all the
possible next state, i.e.

∑
s′∈𝒮 𝑃 (s

′ ∣s, a)𝑉 𝑡(s
′
) , is very large,

because it will be in the size of the network state space.
If every hop has 𝑁𝑆 possible states, then the network will
have a total of 𝑁𝐻

𝑆 states, thereby making the computation
complexity prohibitive. We illustrated this centralized value
iteration using global information and centralized DP in Fig.
2(a). The factorization of the transition probability enables us
to explore more computationally efficient methods, which only
rely on the local state transition probabilities and thus, enable
an autonomous network optimization. Rather than computing
the actions for nodes in different hops simultaneously, this
DP operator can be solved in a hop-by-hop manner. We first



LIN and VAN DER SCHAAR: AUTONOMIC AND DISTRIBUTED JOINT ROUTING AND POWER CONTROL FOR DELAY-SENSITIVE APPLICATIONS . . . 107

rewrite the DP operator in the state-value update as

𝑅(s𝐻 , a𝐻)

+ 𝛾
∑

s
′
1,...,s

′
𝐻

𝑃 (s
′
1∣s1)

𝐻∏
ℎ=2

𝑃 (s
′
ℎ∣sℎ, aℎ−1, sℎ)𝑉

𝑡(s
′
1, . . . , s

′
𝐻)

(9)

Since the action at the last hop does not affect future
network states, it is chosen only to maximize the current
reward, i.e. a𝐻 = argmaxa𝑅(s𝐻 , a) and 𝑉𝐻(s

′
1, . . . , s

′
𝐻) =

𝑉 (s
′
1, . . . , s

′
𝐻) + maxa 𝑅(s𝐻 , a). For the nodes in the ℎ-th

hop (1 ≤ ℎ < 𝐻), a state-value function for the previous
hops is computed by solving a local DP problem:

(Note that for simplicity we will use 𝑉ℎ(s
′
1, . . . , s

′
ℎ) instead

of 𝑉ℎ(s1, . . . , s𝐻 , s
′
1, . . . , s

′
ℎ) in the following parts of this

paper.)

𝑉ℎ(s
′
1, . . . , s

′
ℎ)

= maxaℎ

[∑
s
′
ℎ+1

𝑃 (s
′
ℎ+1∣sℎ+1, aℎ, sℎ)𝑉ℎ+1(s

′
1, . . . , s

′
ℎ+1)

]
(10)

and this value is passed to the previous hop, as illustrated in
Fig. 2(b).

Next, we present the following theorem, which shows that
the distributed value-iteration yields a performance which is
at least as good as that of optimal policy obtained by the
centralized value-iteration.

Theorem 1: The state-value function associated with the
optimal policy from the distributed value-iteration is not less
than the value-function of the optimal policy from centralized
value-iteration.

Proof: For the ℎ-th hop (1 ≤ ℎ < 𝐻), the value-function
is computed as in Eq.(10) by solving a local DP. If we let
a∗ = {a∗1, . . . , a∗𝐻} be the optimal action obtained by the
centralized DP for the current state, then

𝑉ℎ(s
′
1, . . . , s

′
ℎ)

= maxaℎ

[∑
s
′
ℎ+1

𝑃 (s
′
ℎ+1∣sℎ+1, aℎ, sℎ)𝑉ℎ+1(s

′
1, . . . , s

′
ℎ+1)

]
≥ ∑

s
′
ℎ+1

𝑃 (s
′
ℎ+1∣sℎ+1, a

∗
ℎ, sℎ)𝑉ℎ+1(s

′
1, . . . , s

′
ℎ+1)

Actually the solution of the local DP gives a randomized action
rather than a deterministic one, because the optimal action to
the problem Eq.(10) depends on the future states, which are
unknown at the current stage.

The different optimization criterions and computation com-
plexities of three different formulations discussed are sum-
marized in Table I. We also illustrate the message exchange
for the exact distributed value-function update and compare it
with a centralized value-function update approach in Fig. 2.

IV. LEARNING THE OPTIMAL POLICY WITH LESS

INFORMATION EXCHANGE

A. Why online learning?

In the previous section, we discussed how both centralized
and distributed DP can find the optimal policy when the
dynamics are known. However, in real wireless environment,
the global state transition probability is usually not known by
the distributed nodes. Moreover, if a centralized controller is
implemented to collect all the information, it will bring both

high communication overhead and large delay, and cannot
support delay-critical applications well. Hence, a learning
method is required to update the value-function online, and
adapt the cross-layer transmission strategies on-the-fly.

B. Actor-critic learning

During an online adaptation process, the learning algorithm
first chooses its action according to the current state and
value-function, and then the network transits to the next state
and receives the immediate reward. Suppose we have such a
centralized learning node with the knowledge of the current
states at all the nodes across the entire network and the value-
function for every state, and it can also control the actions
of all the nodes. Then, we can define the temporal-difference
[22] as:

𝛿𝑡(s𝑡) =
[
𝑅(s𝑡, a𝑡) + 𝛾𝑉 𝑡(s𝑡+1)

] − 𝑉 𝑡(s𝑡) (11)

where 𝛿𝑡(s𝑡) is the difference between current and previous
estimation of the value function. The value-function is then
updated by

𝑉 𝑡+1(s𝑡) = 𝑉 𝑡(s𝑡) + 𝜅𝑡𝛿𝑡(s𝑡) (12)

where 𝜅𝑡 is a positive learning rate.
After the value-function is obtained, policy update can

be performed in various ways. We will use the actor-critic
(AC) method [24][25] throughout this paper. The AC learning
separates the value-function update and policy update. The
value-function (i.e. the critic), is used to strengthen or weaken
the tendency of choosing a certain action. The policy structure,
or the actor, is a function of state-action pair, i.e. 𝜌(s, a),
which indicates the tendency of choosing action a at state
s. After each update of value-function, 𝜌(s, a) is updated by
𝜌(s𝑡, a𝑡) = 𝜌(s𝑡, a𝑡) + 𝛽𝑡𝛿𝑡(s𝑡), where 𝛽𝑡 is the learning rate
for policy update at time 𝑡. Then, the action is generated

by 𝜋(s𝑡, a) = 𝑒𝜌(s
𝑡,a)

∑
a
′ ∈𝒜 𝑒𝜌(s𝑡,a

′
)

, where 𝜋(s𝑡, a) is the prob-

ability distribution of choosing a certain action at state s𝑡,
i.e. the randomized policy at state s𝑡, which gives a higher
probability for choosing an action with a larger tendency
𝜌 . Since the policy update remains the same for various
learning algorithms we propose, we will omit this part due
to limited space. The centralized AC learning is illustrated
in Fig. 3. However, such a centralized learning node cannot
exist in a distributed multi-hop network because it requires the
full knowledge of the states at each node, which requires a
large communication overhead for acquiring this information.
Moreover, such distributed information involves transmission
delays which are not acceptable for delay-sensitive applica-
tions [27], which makes the learning by a centralized learner
not practical for on-line adaptation. Alternatively, we can use
the learning method based on our distributed value-function
update introduced in Section III.B, and the temporal difference
for the nodes in the ℎ-th hop becomes

𝛿𝑡ℎ(s
𝑡) =

⎧⎨
⎩

𝑉 𝑡
2 (𝑠

𝑡
1, 𝑠

𝑡
2)− 𝑉 𝑡(s𝑡), ℎ = 1

𝑅(s𝑡,a𝑡) + 𝛾𝑉 𝑡(s𝑡+1)− 𝑉 𝑡
𝐻(𝑠𝑡1, . . . , 𝑠

𝑡
𝐻), ℎ = 𝐻

𝑉 𝑡
ℎ+1(𝑠

𝑡+1
1 , . . . , 𝑠𝑡+1

ℎ+1)− 𝑉 𝑡
ℎ(𝑠

𝑡
1, . . . , 𝑠

𝑡
ℎ), else

(13)

and update the value-function as 𝑉 𝑡
ℎ(𝑠

𝑡
1, . . . , 𝑠

𝑡
ℎ) = (1 −

𝜅𝑡ℎ)𝑉
𝑡
ℎ (𝑠

𝑡
1, . . . , 𝑠

𝑡
ℎ) + 𝜅𝑡ℎ𝛿

𝑡
ℎ(𝑠

𝑡
1, . . . , 𝑠

𝑡
ℎ).
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TABLE I
DIFFERENT PROBLEM FORMULATIONS, THEIR OPTIMIZATION CRITERIA, AND COMPUTATION COMPLEXITIES

Formulation Optimization criterion Complexity

Centralized without MDP maxa 𝑅(s, a) (𝑁𝑆𝑁𝐴)𝐻

Centralized MDP max
𝜋

E
𝑃 (𝑠

′ ∣𝑠,a)

( ∞∑
𝑡=0

𝛾𝑡𝑅(s𝑡, 𝜋(s𝑡))

)
(𝑁2

𝑆𝑁𝐴)𝐻

Distributed MDP max
𝜋

E
𝑃 (𝑠

′ ∣𝑠,a)

( ∞∑
𝑡=0

𝛾𝑡𝑅(s𝑡, 𝜋(s𝑡))

)
𝐻∑

ℎ=1

(𝑁ℎ
𝑆 )

2𝑁𝐴

Fig. 3. The centralized actor-critic learner with complete information

C. The trade-off between performance and information ex-
change overhead

In a network without an independent control channel to
exchange information, a large overhead of information ex-
change will decrease the throughput of data packets, because
a certain amount of time slots or frequency bands need to
be used for transmitting this information. On the other hand,
if the information exchange overhead is reduced, the final
value-function that is learned will be suboptimal. Hence, there
is a trade-off between the resulting network performance
and information exchange overhead. We quantify it as the
performance impact under information exchange constraint:

𝐽(𝑁ℐ , 𝑇ℐ) = 𝜂(𝑁ℐ , 𝑇ℐ) max
𝜋𝑁ℐ ,𝑇ℐ

∞∑
𝑡=0

𝛾𝑡𝑅(s𝑡, 𝜋𝑁ℐ ,𝑇ℐ (s
𝑡))

(14)
If the information exchange is carried out every 𝑇ℐ time slots,
with an average information size of 𝑁ℐ bits for each time
slot, then we denote 𝜋𝑁ℐ ,𝑇ℐ as the policy that can be learned
under the information exchange constraint of 𝑁ℐ and 𝑇ℐ . The
effective data ratio of a certain information exchange scheme
is 𝜂(𝑁ℐ , 𝑇ℐ) , which quantifies the percentage of transmitted
data packets in all the transmitted packets, which includes both
data packets and packets carrying feedback information [29].
It can be computed as

𝜂(𝑁ℐ , 𝑇ℐ) =
𝑇ℐ

𝑇ℐ + ⌈ 𝑁ℐ𝑇ℐ
𝐿𝑝𝑎𝑐𝑘𝑒𝑡

⌉ (15)

where 𝐿𝑝𝑎𝑐𝑘𝑒𝑡 is the size (in bits) of the packet (we assume
the data packets and the feedback packets are the same size),

and ⌈ 𝑁ℐ𝑇ℐ
𝐿𝑝𝑎𝑐𝑘𝑒𝑡

⌉ (⌈𝑥⌉ = int(𝑥) + 1) is the minimal number of
packets that are needed for feedback.

By increasing the amount of information exchange 𝑁ℐ or
decreasing the exchange interval 𝑇ℐ , the accumulated reward
will be increased because a better policy can be learned; but
the overhead is also increased which may decrease the overall
performance. Hence, a good trade-off needs to be found for
various network setting. Next, we will discuss various methods
to reduce the information overhead by either reducing 𝑁ℐ
or increasing 𝑇ℐ , and evaluate their performances using the
metric of Eq.(14) in Section IV.C.

D. An approximate value-function update with less informa-
tion exchange

We first focus on reducing the information exchange over-
head by reducing 𝑁ℐ . To learn the exact value-function, the
nodes in the ℎ-th hop requires the information with size of
𝑁ℎ
𝑠 , which can be very large for the nodes near the destination.

Instead of learning the exact value-function, we can let every
node to only learn an approximate value function, with a
much smaller state space. We can consider the approximate
value function as a function approximation of the exact value
function 𝑉 (s). Function approximation [24] uses a set of
features instead of the complete description of network state
to approximate the value function. If we define 𝑉ℎ,𝑎(sℱ(ℎ))
as the approximate value-function of the nodes in the ℎ-th
hop, and ℱ(ℎ) as the set of hops whose states are used in the
approximation, then the size of information exchange for the
ℎ-th hop is 𝑁

∣ℱ(ℎ)∣
𝑠 . The temporal-difference of the nodes in

the ℎ-th hop can be computed as:

𝛿𝑡ℎ,𝑎(s
𝑡
ℱ(ℎ)) ={

𝑅(𝑠𝑡𝐻 , 𝑎
𝑡
𝐻) + 𝛾𝑉 𝑡

𝐻,𝑎(s
𝑡+1
ℱ(𝐻))− 𝑉 𝑡

𝐻,𝑎(s
𝑡
ℱ(ℎ)), ℎ = 𝐻∑

𝑘∈Θ(ℎ) 𝜃ℎ,𝑘𝑉
𝑡
𝑘,𝑎(s

𝑡+1
ℱ(𝑘))− 𝑉 𝑡

ℎ,𝑎(s
𝑡
ℱ(ℎ)), ℎ < 𝐻

(16)
and the approximate value-function is updated by

𝑉 𝑡+1
ℎ,𝑎 (s𝑡ℱ(ℎ)) = (1 − 𝜅𝑡ℎ)𝑉

𝑡
ℎ,𝑎(s

𝑡
ℱ(ℎ)) + 𝜅𝑡ℎ𝛿

𝑡
ℎ,𝑎(s

𝑡
ℱ(ℎ)) (17)

We define Θ(ℎ) to be the set of nodes that can communicate
their approximate value functions to the nodes in the ℎ-th
hop. 𝜃ℎ,𝑘 is the weight nodes in the ℎ-th hop uses for the
𝑘-th hop’s approximate value-function, which must satisfy∑

𝑘∈Θ(ℎ) 𝜃ℎ,𝑘 = 1 and 0 ≤ 𝜃ℎ,𝑘 ≤ 1.
We summarize four different formulations of our prob-

lem, their corresponding value-functions and also computation
complexities in Table II. The centralized solution without
MDP formulation (Eq.(5)) does not consider the network
dynamics and only takes myopic actions. Therefore, it requires
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Fig. 4. The distributed approximate actor-critic learning, with ℱ(ℎ) = {ℎ} and Θ(ℎ) = {ℎ+ 1}.

TABLE II
THE VALUE-FUNCTIONS AND COMPUTATION COMPLEXITIES UNDER DIFFERENT FORMULATION

Formulation Value-function Complexity

Centralized without MDP 𝑉 (s) = maxa 𝑅(s, a) (𝑁𝑆𝑁𝐴)𝐻

Centralized MDP 𝑉 (s) = E𝜋

( ∞∑
𝑡=0

𝛾𝑡𝑅(s𝑡, 𝜋(s𝑡))∣s0 = s

)
(𝑁2

𝑆𝑁𝐴)𝐻

Distributed MDP

𝑉𝐻(s1, . . . , s𝐻 ) = 𝑅(s𝐻 , 𝑎𝐻 ) + 𝛾𝑉 (s1, . . . , s𝐻 )

𝑉ℎ(s1, . . . , sℎ) = max
𝑎ℎ

⎡
⎣∑
sℎ+1

𝑃 (sℎ+1∣sℎ+1, sℎ, 𝑎ℎ)𝑉ℎ(s1, . . . , sℎ+1)

⎤
⎦

𝐻∑
ℎ=1

(𝑁ℎ
𝑆 )2𝑁𝐴

Approximate MDP

𝑉 𝑡
𝐻,𝑎(s

𝑡
ℱ(𝐻)) = 𝑅(s𝑡𝐻 , 𝑎𝑡𝐻 ) + 𝛾𝑉 𝑡

𝐻,𝑎(s
𝑡+1
ℱ(𝐻)

)

𝑉 𝑡
ℎ,𝑎(s

𝑡
ℱ(𝐻)) =

∑
𝑘∈Θ(ℎ)

𝜃ℎ,𝑘𝑉
𝑡
𝑘,𝑎(s

𝑡+1
ℱ(𝑘)

)

𝐻∑
ℎ=1

(𝑁
∣ℱ(ℎ)∣
𝑆 )2𝑁𝐴

a much lower complexity than the centralized MDP approach.
The distributed MDP formulation reduces the complexity of
the centralized MDP by exploring the factorization of the state
transition probability. The complexity is further reduced in the
approximated MDP approach, because only a small number of
states are used to approximate the exact value-function. The
approximate distributed actor-critic learning is illustrated in
Fig. 4. A detailed comparison between the centralized actor-
critic learning and the approximate distributed learning is
presented in Table III.

E. Learning with less frequent feedback

So far we focused on how to reduce the information
exchange overhead by reducing the size of exchanged in-
formation, i.e. reducing 𝑁ℐ . Based on Eq.(14) we can also
reduce this overhead by increasing 𝑇ℐ . An important limi-
tation of the learning method is that it requires information
feedback at the same frequency as the decision making, i.e.
the approximate value functions from other nodes need to be
updated every time slot. In real multi-hop networks, where
an independent feedback channel rarely exists, such high
frequency feedbacks will consume a substantial amount of
network resources (power, frequency bands, time slots, etc),
hence will both decrease the transmission rate and increase
delay. Many wireless network protocols consider this trade-
off, and use less frequent feedback schemes. For example,
in IEEE 802.11e [28], an option of block acknowledgment
(ACK) [29] can improve the quality-of-service for video and

audio applications by sending a group of acknowledgments
together. We can use a similar idea to reduce the amount of
information exchange in our learning method, by lowering the
frequency of exchanging approximate value functions.

We consider a transmission protocol in which the informa-
tion exchange is carried out every 𝑇ℐ time slots[8]. This means
that each node does not receive feedback immediately from
other nodes about their current approximate value function,
until every 𝑇ℐ time slots. For any state visited at time 𝑡
between two successive feedbacks, i.e. 𝑀𝑇ℐ ≤ 𝑡 < (𝑀+1)𝑇ℐ
,𝑀 ∈ ℤ+, using a similar idea of the 𝑛-step TD learning
method, we can compute the 𝑛(𝑡)-step temporal difference
(𝑛(𝑡) = (𝑀 + 1)𝑇ℐ − 𝑡) as:

𝛿𝑡𝐻,𝑎(s
𝑡
ℱ(𝐻)) = (1− 𝜆)

(𝑀+1)𝑇ℐ∑
𝑡′=𝑡

𝜆(𝑀+1)𝑇ℐ−𝑡′𝑅𝐻(s𝑡
′

ℱ(𝐻))

+𝛾𝑉 𝑡
𝐻,𝑎(s

(𝑀+1)𝑇ℐ
ℱ(𝐻) )− 𝑉 𝑡

𝐻,𝑎(s
𝑡
ℱ(𝐻))

(18)
when ℎ = 𝐻 , and

𝛿𝑡𝐻,𝑎(s
𝑡
ℱ(𝐻)) = (1 − 𝜆)

∑
𝑘∈Θ(ℎ)

(𝑀+1)𝑇ℐ∑
𝑡′=𝑡

𝜆(𝑀+1)𝑇ℐ−𝑡′

𝑉 𝑡
𝑘,𝑎(s

𝑡
′

ℱ(𝑘))− 𝑉 𝑡
ℎ,𝑎(s

𝑡
ℱ(ℎ))

(19)
when ℎ < 𝐻 , with the parameter 𝜆 controlling how the value-
functions decay with time. Then, the value function update is
performed as 𝑉 𝑎

ℎ (s
𝑡
ℱ(ℎ)) = (1−𝜅)𝑉 𝑎

ℎ (s
𝑡
ℱ(ℎ)) +𝜅𝛿𝑡ℎ,𝑎(s

𝑡
ℱ(ℎ)).

We note that Eq.(18) is not exactly the same as the standard
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TABLE III
THE COMPARISON OF COMPLEXITY OF CENTRALIZED AND DISTRIBUTED ACTOR-CRITIC LEARNING

Value-function update Communication overhead Computation complexity Storage space

Centralized actor-critic 𝑂(𝑁𝐻
𝐴 )

Actor : 𝑂(𝑁𝐻
𝐴 )

Critic : 𝑂(1)
Value− function : 𝑂(𝑁𝐻

𝑆 )
Tendency : 𝑂

(
(𝑁𝑆𝑁𝐴)𝐻

)
Approx. distributed actor-critic 𝑂(𝐻)

Actor : 𝑂(𝑁𝐴𝐻)
Critic : 𝑂(1)

Value− function : 𝑂(𝐻𝑁
∣ℱ(ℎ)∣
𝑆 )

Tendency : 𝑂
(
𝐻𝑁

∣ℱ(ℎ)∣
𝑆 𝑁𝐴

)

𝑛-step TD learning in [24], because unlike the standard 𝑛-step
TD learning , in which 𝑛(𝑡) ≡ 𝑛 for any 𝑡, in our method
every state is looking ahead with different steps, i.e. 𝑛(𝑡) can
be different for different 𝑡. For example, for the state visited
just after a feedback, it will use all the 𝑇ℐ rewards until the
next feedback to compute the temporal difference, and hence
it is a 𝑇ℐ-step TD estimation; for the state visited just before a
feedback, it only has its immediate reward when the feedback
is carried out, and hence it is a 1-step TD estimation. However,
this non-uniform 𝑛(𝑡)-step TD learning still has the following
error-reduction property which is similar to the standard 𝑛-step
TD learning.

Theorem 2: For any MDP with a given policy 𝜋 and the
current estimated value function 𝑉 , using the non-uniform
𝑛(𝑡)-step TD learning is guaranteed to reduce the worst case
estimation error, i.e. max𝑠,𝑡 ∣𝐸𝜋[𝑅𝑛(𝑡)

𝑡 ∣𝑠𝑡 = 𝑠] − 𝑉 𝜋(𝑠)∣ ≤
𝛾max𝑠 ∣𝑉 (𝑠) − 𝑉 𝜋(𝑠)∣. (𝑉 𝜋(𝑠) is the true value-function

under policy 𝜋, and 𝑅
𝑛(𝑡)
𝑡 = (1−𝜆)

∑𝑡+𝑛(𝑡)

𝑡′=𝑡
𝜆𝑡+𝑛(𝑡)−𝑡

′
𝑅(𝑡

′
)

is the discounted accumulated reward in the duration from 𝑡
to 𝑡+ 𝑛(𝑡).)

Proof: The error-reduction property of standard
𝑛-step TD learning [24] guarantees that for any 𝑛,
max𝑠 ∣𝐸𝜋(𝑅𝑛

𝑡 ∣𝑠𝑡 = 𝑠) − 𝑉 𝜋(𝑠)∣ ≤ 𝛾𝑛max𝑠 ∣𝑉 (𝑠) − 𝑉 𝜋(𝑠)∣,
which means the 𝑛-step look-ahead reward gives a smaller
worst-case error in the estimation of the true value-function.
Hence, for any 𝑡 we have max𝑠 ∣𝐸𝜋(𝑅𝑛(𝑡)

𝑡 ∣𝑠𝑡 = 𝑠)−𝑉 𝜋(𝑠)∣ ≤
𝛾𝑛(𝑡) max𝑠 ∣𝑉 (𝑠) − 𝑉 𝜋(𝑠)∣ . Then, taking the maximum
over 𝑡 and 𝑠 gives max𝑠,𝑡 ∣𝐸𝜋(𝑅𝑛(𝑡)

𝑡 ∣𝑠𝑡 = 𝑠) − 𝑉 𝜋(𝑠)∣ ≤
max𝑡 ∣𝛾𝑛(𝑡)max ∣𝑉 (𝑠) − 𝑉 𝜋(𝑠)∣∣ = 𝛾max𝑠 ∣𝑉 (𝑠) − 𝑉 𝜋(𝑠)∣.

Even when using the 𝑛(𝑡)-step TD-learning in a distributed
and approximate way, we can still conjecture based on this
theorem that using a less frequent feedback does not nec-
essary degrade the performance. Moreover, after considering
the information feedback overhead, which is quantified as
𝜂(𝑁ℐ , 𝑇ℐ) in Section IV.C, a lower feedback frequency can
improve the network performance. This will also be verified
by our simulation results in Section V. Algorithm 1 presents
the entire information exchange and decision making process
(for one node).

V. SIMULATION RESULTS

A. Simulation setting

We consider a scenario that two users are transmitting two
video sequences to the same destination, through a 𝐻-hop
wireless network as in Fig. 5. The video sequences, each
of which is with 16 frames per GOP, frame rate 30HZ in
CIF format, are compressed and transmitted with fixed-length
packets. The packets have different delay deadlines, ranging

Algorithm 1 Using -step TD-learning to reduce the informa-
tion exchange overhead

if 𝑡 = 𝑘𝑇ℐ then
1.1 receive the information feedback, i.e. the approximate
value function
1.2 use the 𝑛-step TD-learning Eq.(18) to update the
approximate value function
1.3 send the approximate value function and reward infor-
mation to all the nodes requesting information feedback
(this feedback contains the information for the previous
𝑇ℐ slots.)

else
2.1 observe the current local state sℱℎ

, make the es-
timation of , and take the action given by the current
approximate value function
2.2 record both the experienced state and reward for
future feedback to other nodes

from 𝐷𝑚𝑖𝑛 to 𝐷𝑚𝑎𝑥. The arrival processes at the two source
nodes are i.i.d. with the following probability distribution (we
use 𝑑 = 0 for the case of no arrival packet)[8]:

𝑃 (𝑠(𝑚1,𝑗) = 𝑑) =

{
𝜌(𝑑), 𝑑 ∈ [𝐷𝑚𝑖𝑛, 𝐷𝑚𝑎𝑥]

1−∑𝐷𝑚𝑎𝑥

𝑑
′
=𝐷𝑚𝑖𝑛

𝜌(𝑑
′
), 𝑑 = 0

At the physical layer, we assume the channel states at each
hop, represented by the channel state matrix Gℎ, (1 ≤ ℎ ≤
𝐻), are modeled as independent Markov chains. Each channel
state matrix describes the interferences between two adjacent
hops, i.e.

Gℎ =

⎧⎨
⎩

(
𝐺(𝑚ℎ,1,𝑚ℎ+1,1), 𝐺(𝑚ℎ,1,𝑚ℎ+1,2)
𝐺(𝑚ℎ,2,𝑚ℎ+1,1), 𝐺(𝑚ℎ,2,𝑚ℎ+1,2)

)
, ℎ < 𝐻(

𝐺(𝑚ℎ,1,𝑚𝐷𝑒𝑠𝑡)
𝐺(𝑚ℎ,2,𝑚𝐷𝑒𝑠𝑡)

)
, ℎ = 𝐻

To reduce the number of states in the simulation, we consider
each channel state matrix is an independent two-state Markov
chain with the state transition probability

𝑃 (G𝑡+1
ℎ ∣G𝑡

ℎ) =

{
0.8, G𝑡+1

ℎ = G𝑡
ℎ

0.2, G𝑡+1
ℎ ∕= G𝑡

ℎ

(20)

The two possible states for Gℎ for 1 ≤ ℎ < 𝐻 are

(
5, 1
2, 6

)

and

(
1, 5
6, 2

)
, and they are

(
2
1

)
and

(
1
2

)
for ℎ = 𝐻

. Each node has three possible power levels, which are 0,
10mW and 20mW. The noise power at each node is 1mW.
At the network layer, although data packets may get lost
during transmission (see Section II.A), we assume that all the
feedback packets are not subject to any transmission error.
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(a) 1

(b) 2

Fig. 5. Two multi-hop networks, with two source nodes and one destination
node.

B. The distributed approximate learning and the exact cen-
tralized learning methods

We compare the average reward (i.e. the goodput at the
destination) obtained from the optimal policy, which is derived
using value-iteration (Eq.(8)), the centralized actor-critic learn-
ing (Eq.(11), (12)), and the distributed approximate actor-critic
learning (Eq.(16), (17)) for a 3-hop network (i.e. 𝐻 = 3) as in
Fig. 5(a). In the distributed approximate learning, we only use
the local state, i.e. ℱℎ = {ℎ} for ℎ = 1, 2, 3. Due to the huge
complexity of value-iteration and centralized learning, which
is exponential in the number of hops, we will use a simple
setting for this comparison. We assume the maximum queue
size at each node is 1. All the packets arriving at the source
nodes have delay deadlines of 3𝑇𝑠𝑙𝑜𝑡, and the arrival process at
each source node has probability distribution 𝜌(3𝑇𝑠𝑙𝑜𝑡) = 0.6,
𝜌(0) = 0.4. Therefore, for each node there are 2 possible
states and the total number of states of the network will be
29 ( 26 different queue sizes and 23 different channel states).
We note that even with this simple setting, the complexity of
value-iteration is about 29 × 29 × 44 × 22 ≈ 2× 108 .

As shown in Fig. 6, the average reward of the optimal
policy serves as an upper-bound for different learning algo-
rithms. The distributed approximate actor-critic learning not
only outperforms the centralized learning algorithm, but also
approaches the performance bound set by the optimal policy.
The advantage of the distributed learning over the centralized
one may be surprising at a first sight. However, this result has
a simple explanation: in the distributed approximate learning,

Fig. 6. Average reward from the centralized learning and the distributed
learning, and compared with the average reward from the optimal policy.

each actor-critic pair is solving a problem with a much smaller
state and action space than the centralized one, and hence,
different state-action pairs are visited more frequently and
the optimal action can be found much faster. The results
show that the distributed approximate actor-critic learning
algorithm achieves a good trade-off between performance and
complexity, even if each node only uses the local state of its
own hop to approximate the value-function.

C. The learning algorithm with less frequent information
feedback

With a lower feedback frequency, we have applied the
𝑛(𝑡)-step TD estimation to update the temporal-difference
in Eq.(18) and use this temporal-difference for actor-critic
learning. We evaluate the performances (in terms of average
goodput per stage but without considering the impact of
information overhead) of distributed actor-critic learning with
different feedback frequencies (𝑇ℐ = 1, 10, 20 respectively) in
the 3-hop network as Fig. 5(a), and the results are shown in
Fig. 7. With the 𝑛-step TD estimation, although the feedback
frequency is reduced by about 90%, the average reward is
almost the same or even slightly better compared with the case
of 𝑇ℐ = 1 . This verifies our conjecture that the error-reduction
property of 𝑛(𝑡)-step learning guarantees the performance
even when the learning process is distributed.

Next, we compare the performances after taking into ac-
count the information overhead with different feedback fre-
quencies. The average reward from the previous simulation
will be multiplied by the effective data ratio 𝜂(𝑁ℐ , 𝑇ℐ).
To compute 𝜂(𝑁ℐ , 𝑇ℐ) , we assume 𝑁ℐ = 30 bits and
𝐿𝑝𝑎𝑐𝑘𝑒𝑡 = 1024 bits, then 𝜂(𝑁ℐ , 𝑇ℐ) is computed accord-
ing to Eq.(15). The average goodput after considering the
information overhead under different feedback frequencies are
compared in Fig. 8, which shows the advantage of using a
lower feedback frequency.

In Table IV, we also compare the performances of dis-
tributed actor-critic learning with different feedback frequen-
cies by evaluating the quality of received video packets
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TABLE IV
THE PSNR FOR VIDEO SEQUENCES, BY USING DIFFERENT FEEDBACK FREQUENCIES

# of hops
Video Sequences

Coastguard Foreman

3-hop network

Information feedback frequency (1/𝒯𝐼 ) 1 1
10

1
20

1 1
10

1
20

Goodput with inform. overhead (packets/time-slot) 0.197 0.357 0.378 0.197 0.357 0.378

Average queue size/max queue size 0.68 0.49 0.47 0.68 0.49 0.47

Effective data rate (Kbps) 201 365 388 201 365 388

PSNR(dB) 27.5 30.0 30.3 30.0 33.1 33.9

4-hop network

Information feedback frequency (1/𝒯𝐼 ) 1 1
10

1
20

1 1
10

1
20

Goodput with inform. overhead (packets/time-slot) 0.153 0.278 0.321 0.153 0.278 0.321

Average queue size/max queue size 0.72 0.55 0.51 0.72 0.55 0.51

Effective data rate (Kbps) 157 285 329 157 285 329

PSNR(dB) 26.6 39.4 29.5 28.9 32.3 32.6

Fig. 7. Average reward (without accounting for information overhead) of the
distributed actor-critic learning, with different feedback frequencies ( 𝑇ℐ =
1, 10, 20, respectively)

(measured by PSNR) after the learning process has converged.
The time-slot is assumed to be 1.0ms. We compare their
performances in both a 3-hop network as in Fig. 5(a), and
also a 4-hop network as in Fig. 5(b). The 4-hop network is
constructed by adding a two-node hop in the 3-hop network,
and the channels are assumed to be the same as in Eq.(19)
and (20).

VI. CONCLUSION

In this paper, we formulated the joint routing and power
control problem in wireless multi-hop networks as a Markov
Decision Process. Based on the factorization of the state transi-
tion probability, we derive a distributed computation method
for finding the optimal policy. In order to reduce both the
communication overhead and delay incurred due to the inter-
node information exchanges, we proposed an on-line learning
method which enables the nodes to autonomously learn the
optimal policy. Moreover, when the network protocol allows
for block acknowledgments to be deployed, an 𝑛(𝑡)-step
learning method is proposed to further reduce the information
exchange overhead and improve the network performance.

Fig. 8. Average goodput after accounting for information overhead, with
different feedback frequencies
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